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What challenges do volunteers providing peer support in online mental health platforms (OMHPs) face in
operating and growing their communities? How could the HCI community develop human-AI systems to
help? Recent work on online peer counseling has led to the development of novel AI tools for conversational
interaction, but it remains unknown how such technology can fit into broader practices that include extrather-
apeutic tasks. In this research, we conducted interviews and design exercises with seventeen peer counselors
from 7 Cups of Tea, a large online therapy and counseling platform, to design tools — AI or not — that resolve
challenges that arise from day-to-day community practices. Participant responses suggest three classes of tools
that could improve online peer counseling: real-time decision support, productivity, and management and
training. Investigation of design motivations surfaced four practice-based challenges including chat interface
limitations, difficulties in support seeker management, fragmented contexts of practice, and lack of visibility
due to privacy concerns. Based on counselors’ discussion of benefits and risks associated with AI features
in the tools they designed, we offer suggestions for research on AI tools embedded within peer counseling
practices, and connect our findings with broader implications about online peer counseling as a form of
volunteer-based mental health practice.
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1 Introduction
Recent research has shed light on the role that peer support plays in the growth of online mental
health platforms (OMHPs), which provide spaces where support seekers can receive help anony-
mously from support providers on the internet [3, 67]. Some platforms enable peer counselors,
volunteers who typically have little to no formal training in therapy or counseling skills, to share
their lived experiences with support seekers looking for an empathetic listener. Peer counselors are
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often limited in the amount of feedback they can obtain to improve counseling skills, instead learn-
ing through practice to develop expertise in handling counseling conversations [4, 74, 84, 115, 117].
Given challenges in learning effective support provision practices among volunteers, researchers
and practitioners have become increasingly interested in using artificial intelligence (AI) to improve
the quality of seeker-supporter interactions. For example, personalized matching can improve
conversations and support seeker outcomes [7, 30, 58, 93] and real-time response generation tools
can scaffold support providers’ acquisition of psychotherapeutic techniques [43, 86]. By facilitating
high quality conversations, these tools aim to ensure better mental health outcomes for support
seekers and prevent burn out among volunteers, enabling OMHPs to provide mental health services
to a large population of users [8, 65].
On the other hand, a growing body of evidence suggests that peer counselors engage in ex-

tratherapeutic tasks beyond having conversations with support seekers, but less attention has been
paid to AI technology that supports these tasks. Peers actively contribute to the growth of their
platforms as long-term community members who transition from seeking support to providing it
[108, 114] and participate in various organizational capacities such as supporting and mentoring
new members of their communities, moderating interactions between community members, and
overseeing administrative tasks such as spam control [75, 80, 91, 115]. Research is just beginning
to explore support providers’ collaborative and organizational needs, including the potential ways
AI-powered tools can reduce friction with extratherapeutic tasks necessary to the operation of
OMHPs. Some studies have shown that designing novel AI systems that augment existing practices
such as note-taking have the potential to improve volunteers’ workflows in crisis counseling [26].
More recently, large language models (LLMs) have been proposed as a potential AI tool to help
simplify extratherapeutic tasks in professional clinical settings [25, 95]. However, design ideas
stemming from volunteer peer supporters remain scarce.
Participatory design methods have been used to identify design opportunities for new AI tech-

nology in the mental health domain, but prior work has tended to focus on professional therapists’
or support seekers’ perspectives [56, 69, 103]. Inviting peer counselors to design new tools can
help bridge diverse proposals from mental health, human-computer interaction (HCI), and natu-
ral language processing (NLP) researchers on how to develop peer support tools that effectively
augment or improve existing workflows and practices. Studies in healthcare informatics highlight
the importance of novel technologies being integrated with organizational contexts and clinical
workloads (see [49, 61, 90] for systemic reviews) to be useful to professional healthcare practitioners.
Social computing research has also begun studying the impact of organizational and administrative
practices such as community moderation [80] and volunteer-led training programs [115] on OMHPs.
This leads to three research questions (RQs) that motivate the present research centered on the
peer supporter perspective:

RQ1: What opportunities are there for new tools to help supporters accomplish their work?
RQ2: What practices and challenges do supporters have that AI technology can improve?
RQ3: What benefits and risks do supporters perceive with AI in peer support?

We answer these questions by leveraging a semi-structured interview and design exercise with
seventeen volunteers on a large online therapy and counseling platform to understand the tooling
needs of peer counselors. Our findings include three types of intelligent tools designed to improve
online peer counseling, four practice-based challenges to being an online peer counselor, and three
perceptions regarding the benefits and risks of AI for peer counseling. Based on these findings, we
discuss opportunities for organizationally embedded language technologies that resolve problems
faced by peer counselors both inside and outside of one-on-one conversations.
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2 Related Work
2.1 Peer Support Providers on OMHPs
Peer support is both a motivator of engagement and an intervention that enables behavior change
for wellbeing. Studies with platforms such as Koko [65], Flip*Doubt [93], and HORYZONS [5] have
examined how peer feedback can enhance digital interventions for behavioral change, such as
improving the acquisition of coping techniques like cognitive reappraising. On platforms such
as Facebook Groups1 or the Cancer Survivors Network2, support providers form a group of core
contributors that converse with others experiencing shared struggles to provide emotional and
informational support [76, 114]. Computational methods have identified types of support [89, 102],
amount of self-disclosure [110], and choices in linguistic or expressive style [62, 81] as factors of
communication that lead to successful conversational support in OMHPs, which in turn leads to
better support seeker wellbeing and platform user retention [78, 105, 106, 111].

The training and management of peer support providers has also seen attention in the literature.
Yao et al. [115] pointed out that interactions on 7 Cups of Tea3 (7 Cups) center around one-on-
one conversations that do not have the same affordances for social interaction and learning that
other online communities have. Unlike other peer production platforms, where informal social
learning mechanisms help novice contributors become expert contributors [14, 32], training support
providers is difficult because of a lack of low-risk practice opportunities, privacy considerations that
prevent sharing of conversations, and the personalized nature of each support seeker’s needs. Since
support providers on 7 Cups have little to no training, they must formulate counseling strategies
on the fly while chatting with support seekers [115]. Some platforms introduce peer supervisors
and moderators to mitigate harms and ensure overall user experience [56, 75, 80]. For example,
Koko, a crowdsourced cognitive reappraisal platform, relied on experimenters and Mechanical Turk
workers to oversee content violations separately from the population of peers providing cognitive
reframing feedback on community members’ posts [65].

2.2 AI and Peer Support on OMHPs
Recent developments in NLP have garnered interest in AI’s ability to improve training and scaffold-
ing of seeker-supporter interactions. Interventions using conversational AI that provide recommen-
dations and guide seeker-supporter conversations in real-time can serve as convenient and adaptive
learning tools for support provider training [43, 73, 84, 87, 92]. Some studies have begun examining
whether AI can teach cognitive-behavioral skills on demand in lieu of expert human supervision
using models trained specifically for peer support contexts [15, 48, 88]. While researchers continue
to explore the potential of AI in personalizing conversational interaction in digital mental health
interventions [28], questions about the appropriateness of using AI as replacements for human
interaction [25, 33, 44, 57, 64] make their full deployment on OMHPs unlikely in the near future.
Exploring the ethical dimensions of AI replacing counselors, therapists, and psychiatrists is

beyond the scope of this paper, but one probable use of AI is in the realm of organizational tasks
such as training and administration [25] to automate work outside of conversations so support
providers can focus on conversationwith support seekers. Stade et al. [95] suggest that, in addition to
real-time conversational suggestions for training support seekers, LLMs have applications to clinical
practice such as improving administrative workflows. AI matching of seekers and supporters based
on extratherapeutic factors has also been studied. On OMHPs, the low cost of interaction lead to a
large number of requests from seekers going unanswered or ending early due to poor compatibility

1https://www.facebook.com/groups/discover/
2https://csn.cancer.org/categories
3www.7cups.com
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between seeker and supporter [8, 89]. To tackle issues in visibility and needs matching, Smith et al.
[93] and Fang et al. [30] suggest that matching algorithms can drastically improve conversations
by identifying the needs of support seekers and pairing them with peer supporters that are best
able to meet those needs. The use of AI in these applications emphasize non-conversational factors
that influence providers’ ability to provide support.

AI can also be viewed as a productivity-enhancing personal assistant that scaffolds the writing
process, helping build confidence in communication. In a survey of 210 counseling and mental
health education students who have used ChatGPT, Ajlouni et al. [2] discovered that a majority
of respondents found ChatGPT helpful for reflecting on their skills and values. Peng et al. [73]
showed that a custom writing assistant that assesses the amount of informational and emotional
support in support providers’ writing and recommends edits based on that assessment can reduce
the amount of time spent drafting responses. Writing assistants have also been found to be effective
in supporting the development of writing style and improving writing quality in fields such as law
[100] and education [68]. More broadly, HCI researchers have argued that crowdworkers leverage
additional productivity tools such as browser extensions or scripts to improve their workflows,
despite such tools contributing to more multitasking and fragmentation in work [55, 107]. It is
unclear whether support providers on OMHPs use off-the-shelf AI tools such as ChatGPT or
Grammarly4 in their writing process to improve counseling skill acquisition and expression.

2.3 Integrating Technologies into Support Provider Practices
Many studies reviewed above were motivated by the goal of improving conversation-related
interactions. However, less work has examined the organizational interactions between peers
that foster community growth and operations. The scale of OMHPs can require volunteers to
take on tasks beyond interactions with support seekers such as supervising the training of new
peer supporters, managing administrative tasks such as group discussions, or moderating content
for quality and harms [80, 115]. For example, TalkLife has moderators that "are trained to help
ensure the TalkLife community is a safe and supportive place"5 and 7 Cups has mentor and
ambassador roles for supporting their peer supporter community6. Other platforms employ mental
health professionals as moderators. In a survey of three OMHPs, Perry et al. [75] discovered that
professional mental health moderators, despite having formal training, are limited in their ability to
directly help support seekers due to organizational policies, and suggest that a better understanding
of "practice-based experiences" of moderators could identify organizational challenges to routine
work on OMHPs.

Technology has the potential to support or improve the practices of a community [34, 82] that
have formed around the common cause of peer support. Little work has been done on designing
technology to support how peer supporters organize and self-manage, but HCI researchers have
developed a variety of AI tools to enhance peer production practices for communal activities such
as knowledge production (e.g. WikiBench for evaluating articles [51] and ORES for supporting
quality article writing [39] on Wikipedia) and content moderation (e.g. AutoMod on Reddit [46]).
These tools are designed to fit within collaborative workflows between volunteers engaged in joint
activity, and may be of inspiration to designing technologies for support providers on OMHPs. For
instance, since moderators learn and act through reflective practice [22], investigating support
providers’ moderation challenges may offer new insights on AI moderation tool design.

4www.grammarly.com
5https://www.talklife.com/faq
6https://www.7cups.com/community-guidelines/62fc58e918694a08aa4c616ebbcae6da

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 2, Article CSCW191. Publication date: April 2025.



The Practice of Online Peer Counseling and the Potential for AI-Powered Support Tools CSCW191:5

Technology can also be used to support evidence-based mental health practices used in
the design of digital mental health interventions. Many studies on OMHPs and AI are explicitly
designed to teach a subset of psychotherapeutic skills such as cognitive appraisal, motivational
interviewing, and empathetic responses [24, 43, 73, 87, 93]. However, mental health practices also
include approaches to organizational and administrative tasks such as workload management,
patient referrals, and supervision of team members [12, 18, 21, 97]. In physical contexts like clinics,
technology supporting such tasks can improve professionals’ working conditions [17, 77], but little
work has focused on the same topic for OMHPs. One notable exception is Dinakar et al. [26]’s
contextual inquiry of Crisis Text Line7 (CTL) workers that highlighted breakdowns in workflows
between callers, volunteer crisis counselors, and supervisors caused by the creation of counselor
notes. Note-taking is a practice that professional therapists and counselors are encouraged to
engage in to facilitate self-reflection, build therapeutic alliance, and manage patient information
[20, 96]. In response to their findings, Dinakar et al. proposed the development of a novel interface
that summarized conversations for volunteer training, automated note-taking during conversation,
and extracted important problems for supervisors to review [26]. Such an approach enables AI tool
design that supports social processes surrounding artifacts produced by crisis counselors engaging
in the practice of note-taking.
Although tools can be used to empower pre-existing community practices for organizational

and administrative tasks in OMHPs, most prior research on peer supporters has focused on tools
that teach skills and techniques related to psychotherapy. A study on the potential of AI to sup-
port individual and community practices that address organizational problems may provide new
opportunities to empower volunteers on OMHPs and situate prior ideas in a broader design space.

2.4 Designing Technology for Online Peer Counseling
Given that direct observation of online communities is challenging, design methods can help
elicit the practices of support providers and uncover such a design space. Prior research suggests
training in information technology is increasingly critical for healthcare practitioners, but often
the technologies introduced are cumbersome for social and ethical rather than technical reasons
[29, 77, 97]. Munson et al. [66] used Ackerman’s scoiotechnical gap [1] to elucidate the challenge
of addressing users’ need for care and better health outcomes with the current technical and social
limitations of healthcare systems. Drawing from approaches focused on understanding contexts of
use to identify design opportunities for digital technologies [42, 53], we address this gap in this
study by examining the practices of a peer counseling community to unify design and analysis of
tools for online peer counseling. By highlighting the day-to-day operation of peer counseling, we
hope to illuminate support providers’ values and needs in a way that bridges various proposals by
NLP and HCI scholars on how to develop effective AI-powered tools for OMHPs.
To accomplish this, we turn to participatory design methods, which not only have roots in

the study of practice, but also generate designs that capture real-world user needs [38, 94]. HCI
researchers have used them to demonstrate the needs of mental health support seekers [69, 103]
and healthcare providers [113] in the design of sociotechnical systems. A diverse set of design
exercises have been documented in HCI literature for studying human-AI interaction including
scenario writing [69], concept sketches [113], and storyboards [52]. Design research techniques
can also uncover contexts and challenges to practitioners’ use of healthcare technology [31, 103].
To the best of our knowledge, no studies have examined how support providers’ use of technology
shape community peer counseling practices.

7https://www.crisistextline.org/
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3 Method
3.1 Research Site
7 Cups is a large, online peer counseling and therapy platform where support seekers, called
members, and support providers, called listeners, can discuss a variety of issues anonymously.
Before listeners are allowed to begin conversations with members, they complete an approximately
30 to 60 minute initial training that teaches various psychotherapy techniques such as active
listening, showing empathy, summarizing and reflecting back to members their concerns, and
asking guiding questions. Chats on 7 Cups start with a member requesting support by placing
a request in a site-wide queue or directly messaging listeners through listeners’ profile pages.
Listeners can choose to chat with members by accepting requests from the queue or through
direct messaging. Listeners with interest in managing the community may take on additional
roles designated by platform administrators such as a mentor, who is a more senior listener that
other listeners can go to with questions, or an ambassador, who works on contributing content or
directing other listeners to efforts that need staffing.

Fig. 1. Chat UI for listeners on 7 Cups uses a list structure to navigate through multiple conversations. (1)
The individual and group tabs for navigating through chats; (2) the chat interface; (3) the queue for picking
up chats.

Listeners interact with both members and other listeners through text-based chatting as shown
in Fig. 1. The chat interface allows listeners to navigate conversations using a list of chats (1), which
has separate tabs for one-on-one and group chats. Conversations occur in the chat window (2).
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At the bottom of the screen is a banner (3) signifying the status of the platform’s queue and the
average wait time for members to enter a chat. Lastly, direct messages sent to listeners appear in
the list of chats (1) where new activity appears at the top ordered by temporal recency.
We select 7 Cups as a research cite several reasons. First, it is one of the largest OMHPs that

leverages volunteers for both counseling and moderation roles. Second, Yao et al. [115] conducted a
review of the informal learning process for listeners on the platform and noted that most conversa-
tions are private, one-on-one seeker-supporter chats, which inhibits learning through socialization.
Thus, any practices uncovered in the operation of peer counselors on 7 Cups are likely to have
generalizable insights to other OMHPs where learning through observation or participation across
conversations is difficult (e.g. crisis hotlines such as CTL, peer counselor-led private support groups
such as HeyPeers8). Third, investigating a range of volunteer roles can help us understand a broader
design space of tools that support administrative and operational tasks, which prior literature has
suggested AI has significant potential to improve.

3.2 Interview Recruitment
This project was approved by the Institutional Review Board (IRB) at the Georgia Institute of
Technology. Participants were recruited from 7 Cups through a survey posted on listener channels.
In consideration of the sensitive nature of healthcare-adjacent topics, 7 Cups community adminis-
trators posted links to our recruitment materials, serving as a community contact for participants
who may have questions about our study to ensure informed consent. We did not place restrictions
on whether participants had to be in a specific role (e.g. mentor, ambassador). An initial round of
eleven interviews was completed in Spring 2023. A second round of six interviews was completed
in Summer 2023 for a total of seventeen interviews. To protect participant privacy, recruitment and
data collection were conducted through university servers and participant details were only known
to the researchers. 7 Cups was not involved in the study outside of posting links to the survey.

Table 1 shows that participants had varying amounts of experience and roles. Some participants
were newer listeners with less than one year on the platform, while the most experienced listeners
had several years. Activity frequency differs individually, with some participants preferring to
provide support at a slower pace while others aremore active volunteers. One listener’s conversation
count could not be confirmed as they were on break and had paused their public profile at the
time of the interview. To maintain anonymity of participants, we do not map participant numbers
to demographic information so quotes cannot be connected to individuals since mentors and
ambassadors have specific tasks that could identify their participation in the study.

3.3 Interview Procedure and Analysis
We conducted a semi-structured interview and design activity with participants via Zoom. The
interviews consisted of three sections: a warm-up interview (5-10 minutes), a heads-down design
exercise (10 minutes), and a follow-up interview (30-40 minutes) about the design exercise. Inter-
views started with questions about the participants’ general experience as a listener to facilitate
recall of positive and negative moments while voice and camera were on. Then, listeners were
provided a worksheet (Appendix B) with scaffolding questions for the design process (e.g. "What
are some problems you have as a listener where technology would assist you?", "What does the
tool help you with?") and asked to type out in two to three sentences a scenario describing a tool
that would solve a problem they encountered as a support provider. The worksheet was linked as a
Qualtrics survey via the Zoom chat feature and completed silently with microphone and camera
off. Participants typed responses through Qualtrics text input. After completing the worksheet,

8https://www.heypeers.com/
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Role Num. Conv. Tenure Gender Age

Listener <250 2y M 18-25
Ambassador 2000+ 7y F 26-30
Ambassador 1500 8y F 18-25
Listener 250 3y F 31-35
Listener 1250 <1y F 36-40
Listener <250 8y F 18-25
Mentor 750 8y F 26-30

Listener (ex-Mentor) 1000 5y M 31-35
Listener 500 <1y F 45+
Listener Unknown 3y F 41-45
Listener 250 4y F 26-30
Mentor 500 2y F 36-40
Listener 1000 1y M 41-45
Listener 250 <1y F 45+
Listener 1500 7y F 45+
Listener <250 <1y F 26-30
Listener <250 3y F 18-25

Table 1. Participant demographics at time of interview. Number of conversations are floored to multiples of
250. Tenure is rounded down to the nearest year. Participant numbers are not shown to maintain anonymity.

participants were asked to verbally elaborate on their scenario, design rationale for their tool, and
reasons they felt the features of the tool would be helpful with voice and camera on again. To
avoid biasing participants towards AI, we use the design exercise as a springboard for investigating
participant experiences and perceptions of AI technology in the follow-up interview. For example,
if a participant did not mention AI when describing their tool, our interview protocol (Appendix A)
was set up to then ask about whether the tool can be powered by AI. If the participant said no, we
were prepared to ask about connections between their imaginary tool and their experience with
one or more well-known intelligent writing assistants that the participant reported having used in
a screener survey. All participants had either designed AI tools or said they could imagine their
tool being powered by AI.

We adopted this technique from O’leary et al. [69], who asked support seekers to identify design
opportunities for patient-oriented mental health technology using an application scenario. Initially,
we prototyped mockups of a hypothetical support chat unrelated to 7 Cups using exercises such as
design sketches [113] or storyboards [52], but feedback from researchers outside of the authors
with experience in peer support suggested that the examples may bias participants and were lacking
context compared to actual chats. This led to a protocol where participants were first asked to
recall examples of concrete incidents to ground their thinking in experience before being led into
an open-ended design exercise. We ensured that participants were comfortable with typing for the
design exercise as part of recruitment process, which was not an issue for participants due to the
text-based nature of peer support work on 7 Cups. A $20 USD Amazon gift card was provided as
compensation. Interview times ranged between 43 minutes and 67 minutes with an average of 51.53
minutes. All participants consented to having their interview responses recorded and transcribed
for analysis. Two interviews were conducted only in voice and without camera.
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Interviews were analyzed using thematic analysis [13]. An initial set of codes and themes were
developed by the first author from eleven interviews conducted in Spring 2023. These were then
shared with the other authors for discussion, after which the first author reflected on and refined
themes until stability. To ensure data saturation, an additional six interviews were conducted and
analyzed in Summer 2023, leading to refinements of some themes. Codes and themes were finally
applied over the full dataset of seventeen interviews to produce the set of themes presented here.

4 Results
In this section, we present participants’ design ideas and the concrete scenarios in which their
novel tools could improve listener experience. Based on listeners’ motivations for their design ideas,
we also surface challenges in day-to-day activities that listeners face and perceptions of how AI
technology can improve existing peer counselor practices.

4.1 Design Opportunities for Technology and Peer Counseling
Twenty tools were described by participants resulting in three categories: real-time decision sup-
port, productivity, and management and training. Real-time decision support tools integrate within
a conversation, offering techniques for in-the-moment decisions during conversational interac-
tion. Productivity tools augment individual workflows such as chat management and scheduling.
Management and training tools focus on building community and ways of automatically scaling
counseling quality. Fig. 2 summarizes the three types and highlights a subset of tools quoted in
this section. A detailed description of every tool can be found in Appendix C along with a number
used for referencing throughout this manuscript. Approximately half of the participants ascribed
intelligent features to their tools or acknowledged that their design process was motivated by
experience with AI tools such as chatbots or writing assistants.

Each tool was assigned one category that constitutes the main problem the tool is meant to solve,
but some tools may also fall into multiple categories. For example, a tool describing the ability
to track the rating members give a listener for the listener’s performance could be considered a
conversational tool, but the use of such a tool over time reflects broader training mechanisms
on the platform. In such cases, the context of the problem the tool is meant to solve, which was
investigated in the follow-up interview after the design exercise, influenced classification of the
tool. Three participants described two tools, reflecting multiple pain points where technology could
support their workflows. In these cases, the tools are counted separately in our analysis.

4.1.1 Real-time Decision Support Tools. Several listeners with a smaller number of completed
chats reported wanting a tool to help them handle difficult situations where they felt "stuck" in the
middle of a conversation. For example, a certain technique may not be effective in progressing a
conversation with one member despite having worked with other members in the past, leading to a
breakdown in the conversation. Whenmembers suddenly stop interacting or become uncooperative,
listeners reported blaming themselves for not being able to understand the member’s needs. To
handle challenging situations in progressing conversations, some listeners described personalized
assistants that could suggest responses or talking points to help the listener generate ideas on the
fly. One listener described wanting an intelligent pop-up with the ability to quickly summarize and
identify meaningful talking points based on a member’s prior messages on 7 Cups (tool #1). For
them, this tool offered the ability to take a step back from a redundant conversation and identify
possible avenues for changing topics by surfacing details about a member’s personal experiences:

There’s lots of redundancy, talking about the same things over and over because [members
have] been feeling that way. [Members] try to work through it, but it’s just not working. I
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Fig. 2. A summary of the tools we highlight in Section 4.1. The left column groups each tool into one of
three broad categories, the middle column captures the design concept behind the tool, and the right column
contains a brief description of the tool’s function.

think when you have that option to see [what a member has mentioned about themselves
in the past], it’s possible to have a better idea of something else to talk about.

Multiple participants mentioned that variations on how a question is written could elicit different
responses from a distressed member, but they were not always able to move a difficult conversation
forward through their own efforts at reframing. Several felt it would be ideal to receive feedback
on why a conversational strategy did not work and have access to alternative ways of progressing
the conversation. One listener designed an intelligent conversational assistant (tool #6) that detects
members’ emotions so they know when a question "might be triggering" to a member. Another
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wanted a listener-only chatbot (tool #5) that they could ask for help in real time to escape these
situations:

I had a person tell me about infidelity, and she was asking me if she should tell her spouse.
I asked her a question about her state of mind before it happened. She didn’t say anything.
[I could] just put that [question] in and [the tool] can tell me some questions or I can just
choose from an array of questions. It’d be great to have some help with [reframing my
question].

How smoothly a conversation goes can be impacted by the resources at a listener’s disposal. 7
Cups encourages listeners to respond in a timely manner to members in order to keep conversations
going, but sometimes listeners are unfamiliar with the topic a member wants to discuss. In these
situations, listeners must search for relevant resources to educate themselves in the middle of
a conversation. Some participants note that it can be difficult to find resources they had seen
previously posted by others on the platform. Self-harm, for example, is a topic that listeners are
asked not to address as a platform-wide policy. The recommended practice is to end the conversation
and recommend reaching out to a crisis resource when a member discusses self-harm, but not all
listeners prefer to end conversations abruptly using a referral. One listener manually collected
and organized information related to self-harm mentioned by other listeners because they did not
want to end the conversation without responding to a member’s request for help. They proposed a
search feature to improve this process (tool #4):

A search tool to help us find resources that that we don’t know are there. I don’t know of
an easy way to access [external resources] during a chat... I wanted to be able to respond
to [someone actively self-harming] in an appropriate way with resources because they
didn’t want to keep doing that. I know people have participated in a forum on 7 Cups with
some suggestions on how to respond to that, but I couldn’t find it. I’ve made my own chart
of links from a number of conversations in the listener support room.

4.1.2 Productivity Tools. Design ideas from experienced listeners that have completed thousands
of chats or lead internal teams such as listener support revealed a distinct category of tools centered
around amplifying helpful routines and removing challenges in managing repetitive tasks such as
regular check-ins or handling of new chat requests. Many of these tools had a function of improving
tasks that take place outside of conversations, reminiscent of the idea that technology-enhanced
activities should be supportive, productive, and comfortable [47]. For example, one listener with
several years of experience noted that a significant number of interface interactions is necessary in
order to toggle back and forth between conversations, so they suggested detachable tabs (tool #10)
for multiple conversations:

With the way the UI is setup, you have a big window setup or whatever. You have all
your information, your side panel with all of your previous chats. Instead of having to
constantly click through each one, if there was some sort of tool on the platform where
you can have small windows open on each screen, it’ll make toggling a lot easier.

Several participants referred to existing scripts or notes they used to improve their training
process and reflect on their counseling strategies. For example, a listener with education in psy-
chology and mental health noted that their process for organizing conversational outcomes was to
"write down anything that stands out as well as anything that is useful", but their notes were poorly
organized due to taking on a large number of chats. Since the use of cognitive artifacts such as
notes is known to facilitate learning and the development of procedural knowledge among mental
health professionals [9, 83], our interviews unearthed an ad-hoc process by which peer counselors
also learn to be more effective at managing their chats through practice. One particularly active
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listener, who reported accepting multiple new chats on a daily basis, suggested a comprehensive
system for managing multiple ongoing conversations that builds on top of an introductory script
for new members (tool #9):

Color coding things, like one color for initial conversations, another color for follow-up
conversations, another color for members that you’ve spoken to many times. This might
change how you might want to begin the conversation. Let’s say the color is orange when
you have an initial meeting with someone, so there’s a little script I’ve learned to do. ’Hi,
my name is [redacted]. This is my role on the site, I’m happy to answer any questions.’
There’s initial introductions that I wouldn’t give to a more experienced member.

Even for listeners who primarily worked with other listeners such as mentors and ambassadors,
productivity tools were a way to complete manual tasks more comfortably within real-world time
constraints. Conversations between listeners are also listed in the same area of the UI as member
chats, denoted by a ’L’ marked next to the user’s name (Fig. 1 (1)). Since these conversations are
mixed in with member chats, listener-listener interactions can also be improved by automating
away manual tasks that are administrative in nature. To solve this problem, a mentor suggested an
assistant with scheduling and summarizing capabilities (tool #14):

What came to mind was something similar to social media posting that you can set to
advance notice. Some sort of tool where I could write a check-in message over the weekend
and have it sent on a Monday and have it check-in on the responses. After work where I
have to check in after a busy day... I’ll get a bunch of responses right away. Other times I
won’t get a response. I want to answer everyone’s questions.

4.1.3 Management and Training Tools. As listeners develop interest in platform growth and
maintenance, their reported needs for tools shift from being focused on personal applications to
organizational ones. One concern outlined by experienced listeners, mentors, and ambassadors is
the need for higher quality training and feedback tools since the barrier to becoming a listener on
7 Cups is low. The current barriers to entry are also inadequate for filtering out individuals who
may abuse the platform, elucidating tension between ease of access and governance for OMHPs. A
listener argued that AI tools could have a role in filtering out repetitive patterns among members
who spam in conversations so listeners could ensure that they "work with someone that is trying
to legitimately better their situation". To improve listener quality, an ambassador suggested that
personalized training with expert approval (tool #16) would increase the barrier of entry for new
accounts by requiring more time to develop in-depth conversational skills:

I feel as though the training needs to be more in depth as well as approved before a new
listener is able to speak with members. My main motivation for this is due to there being an
influx of listeners who are on the site specifically for sexual purposes rather than wanting
to support members. It also would benefit listeners who do want to support members by
assisting them in learning and utilizing active listening skills.

One concept for training was the idea of a feedback tracker to support the development of
procedural knowledge. 7 Cups listeners go through brief training during the onboarding process,
and sometimes are unsure of why a technique works with one member but not another. The
development of differential knowledge is critical to developing expertise in psychotherapeutic skills
[9, 98], yet peer counselors often can only rely on experience to develop it [115]. A listener with
over a thousand completed conversations described the benefits of their feedback tracker (tool #18):

[The current training module] is a lot of reading and questions, but it’s always different
with different situations. My tool would be like more learning from doing, from practicing,
and how the technology can suggest new ideas based on my previous tendencies. Talking
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to 2-3 people, the same techniques may be useful or not. In one of the cases, if my answers
were more straightforward answers, so the tool would say, "These are the three points you
can improve."

Some experienced listeners’ tools emphasized amplifying the work of the community as a
whole. This finding echoes prior work on other peer production and crowdsourced platforms that
highlights the lack of tools in spaces that accommodate both new and expert users. Bryant et al.
[14] documented a process of Wikipedia novices becoming expert "Wikipedians" who thought of
tools from a communal perspective. Similarly, experienced listeners on 7 Cups see the potential of
tools in maintaining overall site quality. This concept is best reflected by one experienced listener’s
system (tool #19) that allows other listeners to tune in when a challenging conversation occurs so
responsibilities can be shared by everyone when help is not available:

It’s a bell for listeners. When listeners are stuck with in a chat with a member, it goes out
to all [listeners in the listener chat]. The tool would help with getting listeners support
quicker by making it like a bell or ping to chat supporters so they can PM you quicker
with less delay.

Although this study did not examine needs quantitatively, the design exercise results suggest that
tool categories roughly corresponded to different amounts of experience chatting with members on
7 Cups. Our interview responses imply a progression where inexperienced peer counselors desire
technology that helps them progress through difficult conversations while experienced counselors
were primarily concerned efficiency and improvement of work through productivity, training,
and management tools. The shift in needs of AI technologies from the conversational level to the
platform level reveals important context about designing tools for OMHPs.

4.2 Practice-based Challenges for Peer Counselors
Participants were asked about specific experiences their tools were meant to improve. Here, we
describe broad themes in practice-based experiences of peer counselors that situate the tools
designed by participants among the challenges they face regularly. Our findings elucidate the
interplay between the design of the 7 Cups platform, organizational and social practices, and the
rich variety of adaptations peer counselors make to provide support.

4.2.1 Limits to chat interface design increases friction in managing conversations. Unlike
professional therapy, in which therapists schedule regular meetings with individuals for dedicated
one-on-one sessions, and crisis hotlines, where counselors pick up a single conversation and con-
clude when the crisis has been mitigated, there is no specific end point for conversations on 7 Cups.
For this reason, all participants reported having multiple ongoing conversations simultaneously.
Although 7 Cups recommends listeners focus on a single conversation at a time, counseling conver-
sations can extend into long-term commitments or adopt an asynchronous communication rhythm
due to time zone differences. Several participants reported finding it difficult to say no to those in
need despite being aware of this guideline. For example, a listener with several years of experience
mentioned that members are not always understanding when a listener is online but focusing their
attention elsewhere:

Usually if I have to, it’s going back to say: "Can you schedule a time to chat with me
later?" Sometimes they won’t and just sit and bother me in the chat. They’ll say something
is urgent and I’ll have to respond to them. It’s not great because it breaks my concentration
from the conversation I’m in, but [7 Cups doesn’t] want us to not respond if we’re there.

This also leads to difficulties with managing long-term commitments. When a previous conver-
sation is no longer shown above the fold in the chat tab, the current interface induces cognitive
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burden through recall rather than recognition as listeners will need to manage their follow-ups or
check-ins without the use of a visual aid. A listener who has completed over a thousand support
chats within a year put it succinctly: "It gets really complicated when seven different people want to
talk to you about many different things." If a listener takes new chats frequently, even a conversation
from several days ago may fall below the fold. In these cases, it becomes difficult for a listener to
know if they should follow up or if the member was able to receive support from another listener
since the UI does not provide indication of whether a member is being helped by another listener
or chatting with multiple listeners. One relatively new listener reflected on such cases where they
are unsure of whether to follow up or not with a member:

Sometimes people randomly ghost, but they’ll come in with a problem. I just won’t get a
response for a day or a week. I assume they got another listener, but I never know. The UI
hides chats that disappear in the past week. There are periods where people have a rough
time, and they’re unmotivated to do anything.

4.2.2 High member intake leads experienced listeners to develop ad-hoc chat manage-
ment processes. Participants also described issues with managing conversations despite existing
platform features meant to improve matching experiences between members and listeners. When
members request a chat in the queue, they can label the topic of their chat using categories similar
to tags on social media. Multiple listeners mentioned that this feature has enabled easier filtering of
conversations, but categories are not always representative of a member’s true underlying needs.
For example, three participants reported that occasionally members will start a conversation about
the category listed in their request but move to inappropriate topics such as seeking off-site contact
or asking for sexual conversation. Even when a member may not have bad intentions, sometimes a
conversation will simply touch on a topic that is triggering for the listener. One listener described
a process for terminating chats for their own personal safety:

Sometimes [topics members want to discuss] aren’t even accurate to the topics they put
in the request. When they shared it I didn’t expect them to. I’ve kindly let them know:
"Thank you for sharing, but I’m not comfortable with this topic."

7 Cups allows members to browse and search for listeners, each of whom have a public facing
profile, to message a listener directly. A listener’s profile includes statistics such as their number
of chats, ratings, reviews, and amount of completed training. It also serves as a personalizable
space for the listener to introduce themselves. Any listener can write about their approach to peer
counseling and choose to highlight categories or lived experiences that they are open to handling
such as depression, breakups, or dealing with grief. When listeners want to make it clear that they
cannot take on requests, they explicitly state such conditions on their profile for members that find
them via search. A veteran listener of several years with over a thousand chats mentioned that
they avoided taking in new members through the queue, but will "make [themselves] available and
take [on a new conversation]" if a member messages them after reading their profile because they
want to work with members who show a genuine interest in discussing a shared lived experience.

Some participants reported conversing regularly with members who require long-term care as
an important motivator for returning to the platform. One listener mentioned "sometimes you do
build long-term relationships with a member... for months and months" and estimated that half of
their chat requests were from repeat users. Such a finding is not unique to online peer counseling.
Vessey et al. [101] noted that as practice matures among professional psychotherapists, their case
loads are increasingly dominated by long-term clients as well. One listener offered an example of
how caring for long-term illness can take up a large portion of emotional bandwidth:
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I remember one time, somebody who was – is – diagnosed with Stage 3 cancer, was looking
for support... They said, ’Hey, this is super helpful for me. Would you come along in this
journey?’ To be asked is sort of an honor. At the time I said, ’As long as I can and am
available.’ I’ve since had second thoughts. Going along with someone whose outcome is
death... I’m not sure if I’m ready for that emotionally.

These findings suggest that listeners on 7 Cups develop practices for member management
reminiscent of those of professional therapists, who may decide to manage workloads by choosing
clients based on characteristics and fit with the practitioner [21, 41]. To the best of our knowledge,
7 Cups does not offer guidance on how peer counselors can reduce bottlenecks in amount and
quality of care due to the high number of conversations.

4.2.3 Diverse contexts of use lead to fragmentation in individual practice. Several partici-
pants noted that the ease of communication on 7 Cups offered an opportunity to leverage their
spare time to help others. The 7 Cups mobile application was considered a convenient method for
juggling support conversation with real life obligations, such as one listener noting that they would
sometimes take multiple new conversations in a single week if they "have one hour and the mental
space to be helpful". Another listener, who is a certified peer counselor with experience in crisis
counseling, compared time commitment on 7 Cups to CTL:

When you’re with [CTL], they expect an hour to help people. One thing I like better about
7 Cups is that it’s more versatile. If you couldn’t be around a computer for very long, or if
you have some time but just have your phone, you can do one-to-one through the app. You
can use that time to talk or listen to someone.

The above account offers a point of comparison between established practices for crisis counselors
and those of peer counselors who participate in OMHPs without explicit guiding principles behind
conversational outcomes. Crisis counseling has been studied extensively in counseling and therapy
literature in contexts such as synchronous communication via phone or text [23, 36, 71]. In contrast,
peer support takes place on anonymous, easily accessible platforms that enable communication
synchronously and asynchronously, at home or on the go [44, 67]. At least one listener with
education in mental health found this to be a strength of OMHPs compared to professional settings:

Peer counseling doesn’t have any ethics. I’ve read rules and stuff for counselors and
therapists, but you can only do things that are peer-reviewed. My thought is, "What if I
have a client that really wants help, but what if I can’t try anything else to help them?" I
can’t look at somebody and say I have an idea but I can’t use it. For peer counseling, we
can’t offer treatment because I share with people techniques and things I’ve learned. It’s
more like a collaborative way to find things that people can try.

Other participants reported similar perceptions of listeners as "impartial friends" or "guiding
the conversation without judgement". One mentor, who started on 7 Cups as member, was inspired
to become a listener by a chat with a listener that went beyond platform guidelines to provide
support:

[That listener] bended (sic) the rules a bit. I’m not saying we’re supposed to follow a script
or anything, but we’re not supposed to be too straightforward. You might be able to share
a few life experiences. But she was just a force, telling me: "Your life is not over." You can’t
tell [members] what to do, but [that listener] just really understood my walk of life and
the things I was going on in my time.

Participants’ reports of developing personal style aligns with similar findings in crisis counselors
[117] and also suggest that the lack of formal oversight allows room for personalized practices
in OMHPs. Peer counseling is effective because of social learning theory: seekers benefit from
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peer counselors’ experiences dealing with the same issues because the counselor’s experiences
serve as models for learning skills to handle mental health problems [27, 35, 40, 85]. In the case of
listeners on 7 Cups, ease of use and lack of formal rules may foster platform engagement and the
development of individualized approaches to peer counseling.

4.2.4 Lack of visibility requires developing workarounds for referrals and learning.
Confidentiality is a notable challenge for listeners on 7 Cups and can hinder developing expertise
as a peer counselor. Participants described challenges with ensuring that the member chat queue
did not become too long, a directive from 7 Cups administrators. Under pressure to take chats, a
listener may choose to speak first with a member before referring the member to another listener if
they cannot handle a request themselves. However, this process is cumbersome because the amount
of information shared between listeners is limited. One experienced listener noted that confusion
arises from poor matching and chat management with such a practice:

"You go into the listener support group chat and say, "I have a member who is dealing
with this issue and I can’t [deal with it]." You can only state the topic in 5 words or less.
Then you have to go back to the member to give them a link [to another listener’s profile].
I don’t know if [the member] will actually connect with [the other listener]. The listeners
will sometimes say, "I don’t have a member that reached out. Can you give me their user
profile?" Some new listeners don’t know [about communicating through user profiles], and
it’ll turn out that someone already spoke with that member."

7 Cups provides a listener support chatroom in which listeners will be available to answer
questions from other listeners, but these chatroomswere described as resources for solving problems
rather than places of discussion or learning. Several listeners mentioned that the support rooms
can provide pinpoint advice given a problem faced by a listener, but that support was not always
immediately available. An ambassador was upfront about the wait times for listeners, stating that
"it would be great if the listener could have an answer and not wait forever." One mentor active
in listener support and training noted that ethical considerations such as confidentiality make it
overwhelming "to search [for information] for a listener while that listener is chatting with a member"
in real-time. Another experienced listener reported developing an ad-hoc method for handling
referrals in which they use their profile page to specifically inform members to reach out to another
listener when they were not available:

There’s one listener in particular that I was kind of close to. An old school listener like me.
We have a term called ’listener twins’. Someone that you connect with really well. You
have the same mentality on how to help people. You call them your twin. Sometimes you
have a note on your profile that says ’My twin is...’ If one of us is on vacation, you can
have the member chat with the listener twin.

Feedback initiatives on 7 Cups are administered by experienced community members who
are ultimately volunteers subject to the same privacy regulations as other listeners. Since direct
feedback using member conversations is absent, training is conducted using mock tests instead.
Two participants believed that paid supervision and more stringent mock conversations would
be an effective way to improve listener performance, but barriers to implementing these included
a lack of staff for administering live tests and lack of ability to guide training in a personalized
way for novice listeners. Even when supervision is available, the scale of new listener onboarding
can make it difficult to make resources known. A listener who aimed to become a mentor on the
coaching team for listener improvement mentioned that their team spends time reaching out to
listeners to let them know about listener coaching and how to sign up for the program. Despite the
availability of such resources, some listeners are not receptive to improvement:
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[Sometimes] you get listeners that don’t really want to hear what you have to say. They
can be rude. That doesn’t happen to me very often. Typically they’re the ones that haven’t
been verified yet.

Experienced volunteers such as ambassadors and mentors establish initiatives that maintain
and grow the 7 Cups platform. Aside from teams for listener chat support, mentoring, and listener
quality improvements, participants also reported handling other activities such as moderation,
content strategy, and facilitating group discussion. The bottom-up volunteer initiatives on 7 Cups
for management and training represent broader tensions balancing platform-level privacy policy,
community growth, and volunteer labor in OMHPs. CTL, for instance, hires and pays for clinical
supervisors that have visibility into the work of volunteer counselors, allowing them to monitor
and provide feedback on conversations [26]. In-person peer counseling education and research has
emphasized environments where novice counselors have access to supervision from mental health
professionals [18], but for OMHPs where supervision consists of volunteer labor, best practices for
training, quality of care, and social interaction between counselors established in prior research
may not be applicable due to visibility constraints.

4.3 The Potential of AI in Peer Counseling
After follow-up questions regarding design ideas (Section 4.1) and the problems they were meant
to solve (Section 4.2), we investigated perceptions of AI. To avoid biasing participants, we centered
discussion around features of each participants’ tools and asked whether those features were pow-
ered by AI. This section outlines themes that arose from listeners perspectives on the development
of meaningful tools for peer counseling: lack of need for AI writing assistants, opportunities for AI
to inform practice, and the need for counselor control of AI tools.

4.3.1 Personal conversation styles reduce need for AI writing assistants. No participants
described integrating existing writing tools into their peer counseling workflows, despite many
reporting use of AI tools such as autocorrect, Grammarly, or email autocomplete for personal or
professional use in the screener survey. Around half of participants expressed a sense of style or
identity associated with the way they write, with some even describing their counseling style as
more "casual" in order to create a connection with members. A listener described their thought
process on both of these points, noting that they preferred not to use suggestions in word processors
due to negative experiences with scripted conversation:

Word has the option to tell me to reword things. I don’t use it — I’ve always been a writer
because I want to write it myself. I don’t even copy from [the suggested responses provided
by] 7 Cups. I try to make it how I say it. I have talked to customer service people on the
phone. You know they’re just talking from a script. I could tell that they’re just saying
word-for-word what they’re supposed to be saying.

The focus on writing original responses stemmed from a common philosophy of adopting casual,
informal, or interactive approaches to chats. One listener mentioned that if there was something
they did not know about a members’ specific context, they would ask the member to explain more
in detail instead of querying a tool for an answer. Similarly, although five participants reported
using Grammarly in the screener survey, the same participants did not bring up using it as a part of
chatting with members. A relatively newer listener who had previously been a long-time member
noted that AI tools can "feel like cheating" because they wanted to develop their own responses.
When asked about AI in general, one mentor explained how they ignored Grammarly suggestions
during member chats:
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Grammarly is always running on the background on my computer. When I type on 7
Cups, I get suggestions in my chat bubbles. I’m not too concerned about if I typed too fast
and misspelled something.

Several participants felt users come to 7 Cups precisely because they know there are humans
willing to listen to them. One listener believed that they needed to be attentive to a member
by "asking [members] questions" as part of their role while another suggested that members are
"craving some kind of human interaction" that the listener could provide. The mental models of
human-human connection espoused by participants show a resistance to AI tools out of worry
for the support seeker, echoing findings from prior work that found mixed human-AI writing is
perceived as less sincere or trustworthy [45, 60].

Perspectives on the complexity of peer counseling revealed mental models of chatbots as robotic
and poor at leading conversations in the right direction. While our interview protocol did not
specifically use the term chatbot, half of participants chose to describe or contrast their tool with
the concept of one. Some participants felt that smarter chatbots could be used as assistants for
listeners rather than as a primary resource for members to go to. Others felt that chatbots could
also be equally as confused as humans, lacking the ability to understand why one technique worked
in one conversation while one technique did not work in another. One listener with a self-described
interest in AI described limitations to AI-generated responses based on their experience using
ChatGPT as a listener for themselves:

Sometimes ChatGPT is good to me. Sometimes it’s too quick to provide advice when I just
want to be heard and feel validated... It doesn’t want you to whine. It’s very masculine.

While no other participants described using ChatGPT for themselves in lieu of human support,
others noted that there were fundamental humanistic aspects of peer counseling that they felt could
not be replaced by chatbots. Participants saw peer counseling as a way to connect with others
based on their lived experience rather than being solution-oriented, corroborating findings found
in other studies [92, 115]. A listener that preferred peer counseling to existing AI apps highlighted
a missing element of the human connection between seekers and supporters:

I’ve tried some of the mental health [AI apps]. They can work if all you want is somebody
that responds to you matter-of-factly but doesn’t have any emotions or feelings about it.

Similar concerns were reflected in perceptions on the use of automatic tools to improve training
processes. One mentor who had experience being involved with quality control and training on 7
Cups stated that the highest level of tests are open-ended and may not even have an agreed upon
answer among human evaluators:

They tried doing automatic grading, but active listening tests are a lot harder because
there’s not one right answer. The other half are essays, so that’s harder to grade. They’re
graded on grammar. I know they’ve tried [automatic grading] for other aspects of the site.

4.3.2 AI can improve practice by addressing visibility of seeker outcomes. While partici-
pants revealed hesitations with AI-assisted communication and writing, most did acknowledge that
an intelligent tool could improve their experience on 7 Cups by augmenting or automating tasks
critical to seeker outcomes. Even for those who stated a dislike of using AI-assisted writing tools,
there was an acknowledgement of how AI could plug into conversations to provide support outside
of writing specific responses. One listener brought up the idea that AI could be used as a type of risk
mitigation tool, bringing potential problems with members to their attention before they occurred.
Examples of this included members who had been unsupported in a queue too long or ways of
visualizing particularly difficult or complex conversations. A mentor mentioned a way intelligent
assistants could prevent issues from occurring yet still play a role in guiding conversation:

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 2, Article CSCW191. Publication date: April 2025.



The Practice of Online Peer Counseling and the Potential for AI-Powered Support Tools CSCW191:19

"Maybe if there was some sort of AI feature that could detect if your chats are going south
or whatever, it could pop up and say: ’Let me help!’ That would be great."

Including the above mentor, at least half of listeners noted that AI could surface important
patterns or information that are otherwise not visible to humans. These ideas included AI tools that
could automatically detect listener responses by "[tagging] my responses and connect it to training"
(tool #18) or "pinpoint [members’] emotions" (tool #6) to help listeners understand a member’s
emotional reactions to what they say. Some participants acknowledged that such tools would be
pervasive, all-knowing support systems that constantly processed conversations behind the scenes.
The listener who wanted an intelligent pop-up that surfaced what a member talked about in the
past as potential talking points (Section 4.1) reasoned that their tool would need to be embedded
within the 7 Cups platform to function, but also felt that such a system would be acceptable as long
as listeners had agency in how they chose to respond:

[I]t can be a computer that records all chats with an iterating transcript. It brings up
sentences [a member has] said... AI shouldn’t give specific suggestions. Maybe give a very
broad expanse of potential things, but not constricting the listener to any one [response].

4.3.3 AI tools should allow error correction and control to mitigate risks. Participants
placed a significant amount of focus on the responsibility of listeners to filter and edit responses.
One relatively less experienced listener who wanted a real-time tool to help with reframing their
questions during chats suggested that even if AI could be helpful, the "risk would go down if I can
edit the response." Such ideas reflect well-known problems in designing for user freedom and control
in human-AI interaction [112], treating the AI as an assistant or tool that empowers the listener.

Privacy and data usage had mixed responses from participants. Several tools were designed in a
way that leveraged personal member history, but it was not always clear that their designers had
a image of how that data might be collected. On one hand, an ambassador noted that they were
"worried about privacy" due to the fact that "there’s no context" when large-scale systems extract
information from chats. On the other hand, a mentor felt that "it’s just a fear most people have"
and is waiting for the right tool to be developed specifically to be useful to peer counselors. Some
participants had a more nuanced approach. One listener explicitly mentioned AI in the design of
a tool that would classify members’ emotions during a conversation, and when asked about the
perceived risks to privacy, believed that systems may be able to achieve their goals using data from
outside the platform:

I absolutely do [see risks]. It is supposed to be anonymous. I’m not saying it needs to be 7
Cups data. It can use any sort of emotional text.

Among participants that included AI in their imaginary tools, suggestions for ways to control
AI to protect privacy illuminated a strong preference towards the principle of user control and
freedom in the case of inaccuracies. The desire for humans to make the final decision in support
provision harkens to literature revealing a fundamental concern with agency and responsibility
associated with healthcare outcomes [112, 113]. For one listener, such tools could be integrated
into platform design and governance to be more lenient with moderation:

I feel like [AI] should be carefully managed by someone. 7 Cups is a very structured
platform for support. I hope the AI would also be as structured as the platform, capable of
knowing the platform and the difference between purpose of the platform and having a
general conversation. I feel like there’s so many specifics to account for that AI needs to be
aware of. It’s not like social media – it’s a support platform. What if AI misinterprets a
sentence when the member is violating a guideline but it’s just an accident?

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 2, Article CSCW191. Publication date: April 2025.



CSCW191:20 Wang, Bruckman, and Yang

4.4 Summary of Findings
We contribute to research on designing new AI technology for OMHPs by interviewing peer
counselors about their experiences and collecting design ideas for peer counseling tools. In answer
to RQ1:What opportunities are there for new tools to help supporters accomplish their work?, we identify
a need for both tools embedded within conversations as well as those that support extratherapeutic
tasks, corroborating findings from prior research on opportunities for both conversational and
organizational support using AI. For RQ2: What practices and challenges do supporters have that
AI technology can improve?, we reveal four distinct challenges that shape practices developed by
volunteers that can be the target of study in future research on peer counseling. Lastly, in response to
RQ3: What benefits and risks do supporters perceive with AI in peer support?, we find that participants
believe that AI lacks capability in handling humanistic aspects of counseling conversations but
possesses capability in automating, visualizing, and recommending information related to seeker
outcomes. To ensure novel AI systems do not harm seekers, participants suggested design ideas
for error correction and risk mitigation by integrating AI tools into the 7 Cups platform. Figure 3
summarizes each of the previous subsections, highlighting key themes from our work.

Fig. 3. Summary of our findings organized by subsection.

5 Discussion and Implications
The findings in this study contribute to prior research on support provider skill acquisition
[4, 115, 117] and supporter provider moderation and governance on OMHPs [75, 80] by con-
ducting participatory design of tools that improve online peer counseling. We present two types of
contributions: a set of design recommendations for AI-based systems that account for practice-based
challenges and a set of theoretical implications for the use of AI in OMHPs.
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5.1 Practical Design Recommendations
Based on our findings that there is a strong need for AI tools that address productivity and
governance in OMHPs, we corroborate calls for adopting a work-centric perspective of volunteer
labor in order to build better tools for online peer counselors [59]. To showwhat an AI-powered peer
counseling system for extratherapeutic tasks would look like, we outline below three features of an
intelligent workload manager to demonstrate how our participants’ design ideas could be used
to drive future tool development for both seeker-supporter and supporter-supporter interactions.
Drawing from the role of clinical caseload managers, who help clinics manage patients by planning,
monitoring, and reviewing cases [70], our system focuses on support seeker management as
opposed to conversational tasks, circumvents chat interface limitations and privacy and visibility
constraints, and accommodates peer counselors’ real world constraints. We also discuss how the
design of such a system can accommodate peer counselors’ perceptions of AI. Given the ongoing
debate regarding the role of AI in healthcare [16, 19, 44, 57], we adopt a perspective that a novel AI
system should augment peer counselors’ work rather than replace them. As such, our design is
inherently sociotechnical and includes steps where humans are critical.

5.1.1 Mixed-Initiative Chat Management. Improving on current direct manipulation chat
interfaces, the intelligent workload manager can be considered a companion personalized to each
peer counselor that introduces mixed-initiative interactions based on chat history. It is able to
provide reminders to follow up on conversations by examining a member’s history (tool #1) because
it automatically labels conversations (tool #9) based on an underlying classification algorithm that
estimates the urgency of a chat (tool #6). Prior work on classifying urgency and topic modeling
of mental health conversations such as [63] could be used to train this system. In addition, the
workload manager can intelligently surface conversations that require follow-up by monitoring
chats, and contact support seekers directly to let them know if a peer counselor is busy with another
conversation or in a situation where the peer counselor cannot chat extensively. When integrated
in a peer counselors’ calendar, the system can optimize for matching seekers with supporters using
simple availability criteria (tool #12), but would be more robust with advanced recommendation
techniques such as those proposed in [7, 30, 58, 93].

5.1.2 Community Referrals. The workload manager can be integrated with a chat queue and
expert peer counselors to create a referral system that monitors support seeker requests and
suggests referrals to change to more experienced peer counselors if necessary. The referrals may
be to external or professional resources (tool #8) such as a national crisis hotline, providing a
concrete method for peer counselors to track that an individual is in contact with continued care.
The referrals may be internal in the form of a bell that summarizes the chat and alerts other
peer counselors (tool #19) to take over the conversation. Such a system would combine human
computation techniques [116] that factor in the available pool of peer counselors with the language-
based interaction, classification, and suggestion capabilities of AI. In line with recommendations
made by participants in Section 4.3 and human-AI control principles [64], referrals created by the
system could be general descriptions of a support seekers’ needs, which can then be reviewed
and edited as necessary by the referring peer counselor. Peer counselors can opt into logging
conversations so that experienced peers, moderators, and researchers can begin to build a dataset
of conversational breakdowns.

5.1.3 Experience-based Data for Training and Moderation. By logging the outcomes of
conversations and referrals from novice to experienced peer counselors, the workload manager
creates a dataset of unsuccessful conversations that are resolved by more experienced peer coun-
selors after referral. This contrastive dataset could be used to power training solutions by enabling
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fine-tuning of AI-powered training sandboxes (e.g. [43, 84]) or serving as material for tests to
be administered by experienced peer counselors, moderators, or administrators [115]. Once the
database contains enough data on successful and unsuccessful conversations from novice and
expert peer counselors, the workload manager could provide personalized suggestions to novice
peer counselors on how to improve support provision skills (tools #18 & #20) based on other peer
counselors’ experiences. Lastly, a visualization interface that tracks support providers with a large
number of stuck conversations could be fed into a mentoring and moderation program that enables
experienced peer counselors to moderate novice accounts proactively (tool #16).

5.1.4 Other Considerations. Prior work has noted that factors increasing productivity also
increase likelihood of online volunteers leaving a platform [104]. For experienced peer counselors
and administrators of OMHPs, a workload manager may provide an alternative source of behav-
ioral logs data for understanding routines, habits, and workarounds that peer counselors develop.
Visualizing the amount of work done can elucidate the monetary value of volunteer work [59] and
highlight opportunities for interventions that reduce volunteer burnout [23] by enabling expert
peer counselors to monitor community health through a supervisory interface [26]. Combined with
empirical research on role differentiation on OMHPs (e.g. old-timers [109], community moderators
[80], professional paid moderators [75]), future studies on the design of AI systems for OMHPs
could benefit from using design methods to accommodate the diverse productivity needs of various
support provider stakeholders while also mitigating negative impacts such as burnout.
These design recommendations can be applied to improve other types of digital interventions

beyond peer counseling platforms such as 7 Cups or TalkLife. A workload manager could be helpful
to mental health professionals that moderate seeker-supporter interactions such as those studied in
[65, 75] for instance. Applications may also exist for professional therapy services like TalkSpace,
which uses a quiz during customer onboarding to help match clients with professional therapists
based on preferences while also offering the ability to "seamlessly switch providers, at no extra
cost" as a benefit of using its online platform9. Future studies can engage in a round of design
ideation with mental health professionals from these platforms to provide additional design ideas
that ensure that the workload manager’s features are tailored towards their expertise and training.

5.2 Theoretical Implications
By focusing on the practices of a community of peer counselors on 7 Cups, the four practice-
based challenges we identify reveal a set of organizational practices that have not been discussed
much in the literature. Prior work has suggested improving psychological wellbeing of support
providers through interventions that teach self-care and emotion regulation [72, 115]. We contribute
an additional dimension by which OMHP designers can improve support provider experiences:
training in organizational skills. Another implication of our work is the potential connection
between organizational practices of peer counselors with those of professional mental health
practitioners. Since professional therapists and counselors transitioning to digital formats have
reported similar challenges with managing text-based communication formats, ease of access, and
high case loads [44, 79, 97], our findings on organizational needs represent broader challenges in
digital workload of mental health care providers. To this end, we suggest future studies can reflect
on what would it be like to help volunteers learn best practices for extratherapeutic tasks, moving
from informal practices of a community of volunteers to communities dedicated to peer counseling
as a practice that teaches the application of both psychotherapeutic and organizational skills.

This study corroborates much of prior literature on worries about using AI in support provision
and care [10, 45, 60]. The value of feeling heard by someone else, which some participants described
9https://www.talkspace.com/online-therapy/
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as part of their motivation and identity as peer counselors, constitutes key gap between what
technology can afford and what social interaction offers in health AI [54, 66]. It is possible that
our participants’ mental models of limitations in AI capabilities and the unique role of counselors
in creating human connection led to more benefits than risks being mentioned in our interviews.
Risks that were mentioned (e.g. privacy issues) had alternative proposals for prevention based on
beliefs that humans should have agency in communication (e.g. allowing counselor control). Future
studies can examine whether peer counselors’ perceived benefits and risks of using AI change in
accordance with beliefs about the potential capabilities of AI.
Furthermore, participants’ enthusiasm for AI in making peer counseling more productive and

collaborative hints at a link to rich HCI and AI literature on crowdsourced and human computation
systems involving volunteers. Our findings reveal that distributed workers and volunteers on a
major therapy and counseling platform collaborate with their network to handle administrative
overhead, make group decisions, and provide support to one another to solve organizational
needs similar to behaviors found in other studies on online volunteering [6, 37]. Peer counselors
on OMHPs may be engaging in a form of collective action, similar to how volunteers can work
together to build services for societal good [99]. With AI’s capabilities in guiding distributed work
[11, 50], our study establishes the potential of AI in tackling challenges with distributed volunteer
labor on OMHPs.

6 Limitations
Our findings are shaped by the study of a specific demographic: volunteers on 7 Cups. Design
affordances and platform policies are also led by 7 Cups. Although the online mental health
space includes trained crisis counselors, professional therapists, and professional moderators, their
perspectives are not reflected in the design ideas developed in this paper. We suggest one avenue
for expanding this work is to leverage similar participatory design methods with a variety of
stakeholders such as professional therapists engaging in text-based communication with clients
or in-person peer counselors in community mental health clinics to see if similar categories of
tools are needed in those contexts. Additionally, it remains unclear the full extent of whether
practice-based challenges found in this work apply to support providers on platforms with different
communication mechanisms and norms. Aside from therapy or counseling platforms such as 7 Cups,
peer support has been studied on many types of platforms including social media communities on
Reddit and Facebook and illness-focused forums such as the American Cancer Society’s Cancer
Survivors Network. Future work can also examine the ways in which peer supporters on other
OMHPs interact with one another to develop novel organizational practices.
Another limitation is that we only have self-selected participants. We spoke to people who

were willing to speak with us, which may influence the prominence of ideas surrounding practice-
based challenges and productivity that reflect particularly enthusiastic or active listeners’ needs.
However, it is possible that design ideas for less active listeners may reveal different needs for
real-time decision support and productivity tools. When evaluating novel interventions on OMHPs,
identifying types of volunteers based on their activity could help better understand exact user types
to design for. Future work can leverage behavioral or computational methods similar to [114, 117]
to see if the problems reported in our interviews can be substantiated with quantitative studies
on the skill growth trajectories of listeners on 7 Cups, or peer counselors more broadly on other
platforms such as TalkLife or HeyPeers.
Lastly, to ensure some familiarity with AI, we included a question in our recruitment survey

about recent experience with any tools from a list of well-known writing assistants or products that
include writing assistance features such as email autocomplete in Gmail, Grammarly, Microsoft
Word, and smartphone autocomplete. While all participants were able to discuss their experience
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with AI without us having to ask about these tools explicitly, it is possible that references to writing
assistants during recruitment influenced the data we collected about perceptions towards AI.

7 Conclusion
OMHPs have received significant interest from NLP and HCI researchers interested in studying
community dynamics and building computational tools to improve the outcomes of peer counseling
conversations for users. In this study, we build upon and bridge these interests by interviewing
seventeen peer counselors on a large online therapy and counseling platform to understand support
providers’ practice-based experiences. We present three classes of tools that focus on different
problems: real-time decision support, productivity, and management and training. Analysis of
motivations behind these design ideas elucidate four practice-based challenges in online peer
counseling and perceptions of how AI tools can resolve those challenges. Our participants’ designs
showcase opportunities for NLP and HCI researchers to solve multiple challenges in growing and
maintaining OMHPs using AI as a form of infrastructure that helps support providers in their
day-to-day work. Future tool development for OMHPs could benefit from examining the range of
tasks conducted by counselors and remain cognizant of the labor involved in support provision.
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A Interview Protocol
The following semi-structured interview script was used for all participants.

(1) Introduction
(a) How long have you been active on 7cups?

(i) How long have you been a listener on 7cups?
(b) In the past month, have you used anything apart from 7 Cups to find support for yourself

or provide support to others?
(c) In general, what is your experience like as a listener on 7 Cups?
(i) Why did you volunteer to become a listener on Cups?
(A) Can you tell me something that’s rewarding about being a listener?
(B) What’s difficult about being a listener?

(ii) In general, how do you feel your conversations with members on 7 Cups go?
(iii) Have you interacted with other listeners?

(A) In general, what is your experience like interacting with other listeners?
After becoming a listener, what keeps you motivated to stay on 7 Cups?

(2) Design Exercise (Appendix B)
(3) Follow-up Questions
(a) Can you describe to me what kind of tool you created? [Check for various challenges in

listener process]
(b) Can you elaborate more about why you wanted [feature]? [Check while looking at submit-

ted worksheet answers]
(i) Are there any experiences you had in mind when designing this?
(ii) Is this tool inspired by any existing tools? If yes
(A) How often would you use [tool]?
(B) Why do you use [tool]?
(C) What motivated you to start using [tool]?

(c) Can you elaborate more on who you think this tool might be helpful for?
(d) If their tool already has AI features — Is there any existing tool, experience, or idea that you

based your tool off of?
(i) If they say no — In the screener, you mentioned some experience with a writing assistant

tool. Can you tell us more about your experience with that?
(ii) What do you see AI as helping with?

(e) If their tool is not AI-powered—What happens if your tool is powered by artificial intelligence
(AI)?
(i) If it cannot be powered by AI — In the screener, you mentioned some experience with

writing assistant tool. Are there any differences between that and this?
(A) If yes —What are the differences between the tool designed today and your experience

with writing assistant tool?
(ii) If it can be powered by AI — What do you see AI as helping with?

(f) Do you see any risks associated with using AI to help with what you do as a listener?
(g) Are there any AI-powered tools you use in your daily activity?
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B Design Exercise Worksheet
The following worksheet was implemented in a survey format and sent to all participants during
the study. Worksheets took approximately 15 minutes to complete. One participant was allowed to
verbally respond to the questions during the interview for accessibility reasons associated with the
Qualtrics platform.

Fig. 4. Text-based design exercise given to participants who filled out responses inQualtrics.
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C List of Tools
Descriptions of 20 tools submitted by participants and the category of the tool. Each tool has
been edited for brevity and clarity based on follow-up questions about the motivation for their
design. Tools that could be placed in multiple categories were given a main category based on the
challenges in practice the tool was designed to address.

No. Participant-suggested Tools Category

1
A pull up tab that labels the topic in chat that can bring up instances
of things that happened in the past and follow the [member’s chat]
history.

Real-time
Decision
Support

2
If I’m in a chat about a topic I don’t know anything about, the tool can
help us with what to say or give us directions to go based on the
scenarios or texts that the member is saying.

Real-time
Decision
Support

3

I have come to a dead end speaking to someone. The conversation is
running in circles and I don’t know what to say. I type what the
scenario is into this tool and it gives me a list of questions I could
possibly ask.

Real-time
Decision
Support

4

A search tool to help us find resources that 7 Cups is connected with
that we don’t know are there or trouble. Someone is looking for a
therapist to help support them regarding abuse. The tool might help me
locate an online therapist who specializes in that.

Real-time
Decision
Support

5

A chatbot type thing. I would sort of just put in this basic scenario
without too many details, and maybe it could give me some subjects to
ask about or just common questions it might use that I might not have
thought of at the time. I’ve tried to ask what I think are different
questions and [members] tend to just repeat what they said.

Real-time
Decision
Support

6

The tools pick out words and compare them to commonly expressed
emotions. If someone reaches out to say their relationship is at a
standstill because there has been no in depth conversations or dates
recently, the tool could say the member might feel too comfortable or
angry or lonely.

Real-time
Decision
Support

7

The member becomes too nervous to share a lot and needs help. I
would use the tool to look up a list of activities that can be helpful for
anxiety like grounding techniques with instructions for listener to work
together with the member.

Real-time
Decision
Support

8
Person tells me they are struggling with an issue. E.g., divorce, parents
who are controlling, LGBTQ identity, etc. I chat with them as a listener.
I see that there’s “official” info I could send them a link to get more info.

Real-time
Decision
Support

9
I think it would be similar to Calendly or Google Calendar in which
you can indicate different appointment slots or different color coded
things depending on what you’re doing.

Productivity

10
[Having] multiple windows on one screen to make it easier to jump
through one chat to the next. I tend to get multiple people requesting a
chat.

Productivity
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No. Participant-suggested Tools Category

11
Almost like a zoom meeting where you can choose to see everyone
in the meeting. And to be able to have the support room open on the
same screen.

Productivity

12
With this tool, it would help members make scheduled appointments.
That should be available on 7 Cups because there’s so many listeners
now to help members make an appointment.

Productivity

13
It would be easier if all screens were open at once so I could just click
from one [chat to another]... I cant really keep my eye on the [listener
support chat] to see if anyone has a question.

Productivity

14

I would write a listener check-in message [on Sunday], and set the
day and time for [it] to be sent. I would focus on my work day in my
personal life on Monday, knowing that the message was already sent.
After work, I can then log in and check-in on the responses back and
reply back without this tool.

Productivity

15

The tool would allow me to notify the chatroom that I am the
assigned host for the next hour. The tool will help relieve the
moderators or other users as they don’t always know the scheduled
meetings. It will help allow the group discussions to run on time.

Productivity

16 The tool would allow seasoned listeners the ability to approve
accounts for new listeners based on their responses to the training.

Management
and Training

17 A tool to help with referring chats to other listeners that states the
topic in five words or less.

Management
and Training

18

Train you with example scenarios and tracking progress with the
users. Example text responses that show empathy and that you care.
Collect data from what topics you supported in the past and [each
members’] experience to help you support people in the future.

Management
and Training

19

It’s a bell for listeners. When listeners are stuck with in a chat with
a member, it goes out to all chat support members. The tool would
help with getting listeners support quicker by making it like a bell to
chat supporters so they can PM [members] quicker with less delay.

Management
and Training

20

Improved rewards system or progress tracking... I imagine that I’ve
been away from [7 Cups] for a while, and I’m having a hard time
refocusing myself on using the app... Using the tool, I see that I just
need to spend four hours this month helping to get me this badge.

Management
and Training
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